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Abstract  

        In this paper, we study and compare popular 

predictive techniques to predict the chronic diseases 

with the support of health information technology. 

Interestingly, we show that there is no technique 

guaranteeing the good predictive outcomes for all 

diseases. In many cases, the well-known state-of-the-

art techniques, such as support vector machine, was 

significantly outperformed by simpler classical 

techniques. We also show that using feature 
selection would improve the predictive performance. 

However, choosing the right predictive technique is 

still the crucial factor. Therefore, in health 

information technology industrial practice, the 

predictive healthcare system should change from 

only relying on only one technique to integrating 

multiple techniques in case-study basis. 
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I. INTRODUCTION 

Health information technology (Health IT) has 

been actively participating in improving the quality 
of healthcare [1, 2]. After many years on success in 

assisting the management and health data 

organization, it is claimed that Health IT should aim 

for more ambitious goal in disease-predictive tasks. 

However, Health IT has not been very widely and 

successfully applied in this new area [3-6]. 

Challenges in mining EHR data include noise, 

heterogeneity, sparseness, incompleteness, random 

errors, and systematic biases [7, 8]. Well-known 

predictive techniques have not been analysed and 

built to meet these challenges. Therefore, in addition 
to feature selection and data representation [9, 10], 

the success of predictive algorithms largely depends 

on selecting the right technique to predict the right 

disease. 

A typical example for the challenge is one of 

the latest experiments in predicting future disease 

done by Google [3]. In this work, the Google team 

use Deep Learning, the technique winning human in 

the difficult Go game [11], and Random Forest [12] 

in predicting new occurrence of diseases from the 

electronic health record (EHR). Here, the Deep 

Learning work shows some successes in applying 

this approach, in which the classification accuracy 

achieves more than 90% on average. However, in 

most chronic diseases, the predictive performance is 

not high, such as in Breast Cancer and Hypertension 

(accuracy less than 75%) [3]. This performance is 

already better than the ones using dimensional 

reduction methods [13-16] and other state-of-the-art 

algorithms such as Tree-Lasso [17] and Elastic Net 

[18]. In the other hand, the work in [19] shows that 

in Diabetes prediction, support vector machine [20], 
another modern and popular technique, does not 

show better performance than the classical decision 

table technique [21]. From these examples, we can 

see an important point: there is no ‘universal’ 

technique good for all types of disease prediction. 

In this work, we examine and compare the 

predictive performance of many techniques in 

chronic disease predictions. The techniques included 

in this work are: Decision Table [21], Support 

Vector Machine [20], Random Forest [12], Artificial 

Neural Network [22], Random Tree [23] and 

Hoeffding Tree [24] implemented in Weka [25]. We 
show that with just the combination of classical 

statistical t-test [26] for feature selection and these 

techniques, we could achieve high classification 

performance in many chronic diseases. We conduct 

the experiment using the outpatient EHR data at the 

First Affiliated Hospital, Wenzhou Medical 

University, Zhejiang, China. Since the data set only 

spans for nearly 4 years, which is short and small, 

we could not find enough cases for future disease 

prediction. Therefore, the work is limited to the 

disease versus control classification problem. 

II. METHODS 

A. Acquire and preprocess data 

To examine chronic disease and lab test 
association, we acquire the outpatient dataset from 

the 1st Affiliated Hospital (1AH), Wenzhou Medical 

University, Zhejiang, China. Among the data sectors 

at the 1AH, the outpatient contains the highest 

number of chronic-disease patients with multiple 

follow-up visits for further validation. In this work, 

the chronic disease outpatient EHR is collected 

between October 2010 and August 2014, specified 

by the research sponsor. The dataset contains 
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information on 16,310 patients with chronic diseases 

(identified by ICD code version 10 [27]). There are 

73 unique ICD codes for chronic diseases; however, 

since one disease may have multiple ICD codes. By 

manual checking, we find that the dataset covers 29 

chronic diseases. The patients’ demographic 
information is completely removed, except the 

gender, according to the patient privacy regulation in 

China and the requirement of the research sponsor. 

These patients made 265,903 visits (identified by 

visit number) between 2010 and 2014 (averagely 16 

visits per patient). We show the number of visits per 

patient distribution in figure 1a. Figure 1b shows the 

distribution of comorbidity size per patient. Among 

these, 1,919 patients only had one visit; therefore, 

we do not use these patients’ information in the 

analysis. 9,746 patients only had one chronic disease; 

meanwhile, 6,564 patients showed comorbidity 
among at least two diseases. 

 

 
Fig.1 Distribution of number of visit (a) and comorbidity size (b) 

for each patient 

In addition, to form the control class for the 

statistical analysis, we acquire the EHR from 1000 

subjects (500 males and 500 females) who show no 

abnormality between 2010 and 2014. By no 

abnormality, we mean that for each subject, all lab 

test results are marked as ‘normal’ according to the 

medical lab test standard at 1AH, and the subject 

shows no disease between 2010 and 2014. These 
subjects made 1125 visits. These subjects had 

neither inpatient nor outpatient visits at 1AH. 

Therefore, by the scope of the project, we may 

assume that they are healthy subjects. We choose the 

control class subject such that their checkup visits 

are uniformly distributed between 2010 and 2014. 

There are 1521 lab tests appearing in the dataset, 

identified by the lab test ID from the 1AH. Among 

these lab tests, we only use 47 tests taken by at least 

30 outpatients and 30 healthy subjects for analysis to 

ensure the quality of statistical analysis. We 

manually translate the test names from Chinese into 
English and re-identify these tests because some 

tests have multiple test ID at 1AH. The re-

identification ensures that each test has a unique ID, 

resulting in 46 unique tests. 

B. Identify and validate disease-test associations 

For the validation purpose, for each disease 

(positive class), we divide the dataset into two the 

training set and test set, as shown in figure 2. The 
training set only contains patients having discovered 

date, or the earliest date when the patient was 

diagnosed with the disease, prior to January 1, 2014; 

while the test set only contains patients having 

discovered date after January 1, 2014. Then, for each 

disease analysis, we setup the feature table as follow. 

In the feature table, each patient represents a row in 

the table; while each lab test represents a column. 

For each entry in the table, we only choose the latest 

available test results after 2 months prior to the 

discovered date, as shown in figure 3. We adopt this 

selection since a patient may take different lab tests 
at different visit after having the disease. In other 

words, the data may contain missing values. Thus, 

we mark entries having available test results as 

‘known’, and ‘unknown’ otherwise. In addition, for 

the control class, the training set contains subjects 

whose earliest visit date is prior to January 1, 2014; 

while the test set contains subjects whose earliest 

visit date is after January 1, 2014. We also setup the 

feature table for this class similar to the positive 

class. 
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Fig 2 The overall framework in this paper: dividing the dataset into training and test set, setting up features table, finding association 

between disease and lab tests and validating the result by different classification models. Here, table entry ‘ -‘ implies that the entry value is 

known; table entry ‘?‘ implies that the entry value is unknown. 

 

We apply statistical and machine learning 

techniques to detect and validate the disease-lab test 

associations. To mine the disease-lab test association, 

we apply the student t-test [27]. As showed in figure 

2, for each disease, we define that tests resulting in t-

test p-value < 0.05 between the disease and the 

control classes are associated with the disease. We 

train the classification models using the training set 

and measure the performance on the test set, as 

shown in the above section. For prediction, we use 

the techniques Decision Table [21], Support Vector 

Machine [20], Random Forest [12], Artificial Neural 

Network [22] and Hoeffding Tree [24] (showed in 

the introduction) implemented in Weka version 3.8 

[25]. 
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Fig.3 a toy example of setting up the feature table with Disease X and Patient 1 having 4 visits. Here, Visit 1 is not used because the visit 

date is more than 2 months before X discovered date. Entries for column Test 1, Test 2 and Test 3 are the latest available test results after 2 

months of X discovered date. ‘?’ implies that the test result is unknown. 

 
Before the classification, for each disease, we 

normalize the feature table as follow. For each test, 

from the ‘known’ entries, we use the z-score 

normalization [28-30] to transform them to 
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In this formula, i stands for patient/subject index, j 

stands for lab test index, xi,j is the patient i’s lab test 

result j, zi,j is the normalization of xi,j, mj is the mean 

result of test j ， sj is the standard deviation result of 

test j. By the z-score normalization, the expected 

normalized test result is 0. 

III. RESULTS 

A. Comparison of predictive performance among 

the techniques 

Figure 4 shows that the Random Forest 

techniques, overall, achieves the best predictive 
performance in both accuracy and AUC. In addition, 

the performance of Random Forest does not vary 

much among different diseases. Furthermore, the 

lowest accuracy of Random Forest is 0.7. These 

facts suggest that the future development of chronic 

disease prediction should take Random Forest as the 

‘benchmark’ technique. The Decision Table and 

Random Tree achieve the AUC similar AUC to 

Random Forest, but much less accuracy. 

Surprisingly, the more modern techniques with long-

time and strong theoretical support: Support Vector 
Machine and Artificial Neural Network, show the 

lowest performance. 

 
Fig. 4 Overall predictive performances of the techniques.
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B. There is no ‘universal’ the best technique to 

predict the chronic disease 

In figure 5, we show that by the AUC metric, 

there is no technique that always performs the best 

for all diseases. The Random Forest is the best one 

for most of the diseases except Adenomyosis, 

Chronic Prostatitis, Chronic Glomerulonephritis, 

Osteoporosis, Arthropathy, Rheumatoid Arthritis, 

etc. The Support Vector Machine, which is 

commonly used as the benchmark technique, does 

not show that it is the best technique in any disease. 

Therefore, we suggest that this technique should not 

be used as the ‘benchmark’ technique in disease 

prediction. 

 
Figure 5 Heatmap of AUC in predicting different diseases: 
comparison among different techniques. 

 

C. Feature selection improve the predictive 

performance in most of the techniques 

Figure 6 shows that not every predictive 

technique benefits from feature selection. While 

Support Vector Machine, Random Tree and 

Decision Table get significantly better performance 

when using feature selection, Hoeffding Tree and 

Neural Network do not. Interestingly, with Random 

Forest, the one having the best performance in this 

work, feature selection decreases the predictive 

performance slightly. 

IV. CONCLUSIONS 

In this work, we have shown that there is no 

‘universal’ technique achieving the good 
performance in predicting many chronic diseases in 

Health information technology. Therefore, the 

disease predictive system should be built by the 

integration of many techniques instead of relying on 

only one technique. However, among these 

techniques, the Random Forest stands out as the best 

one in most of the prediction. Therefore, we suggest 

that for future development of disease prediction 

model, the Random Forest should be the first option 

when deciding which predictive technique to 

integrate. In addition, Random Forest may not need 
feature selection to get the good performance. In the 

other hands, the classification performance using 

associated tests is high and better than the results 

showed in some state-of-the-art work. However, it is 

not necessary that the method presented in this work 

is better, because the work in [3] is completed in a 

more comprehensive data with longer duration, 

which allows levelling up the problem to predicting 

future disease occurrence.  

There are several limitations in this work. First, 

due to the data provider’s and project requirement, 

we only have the data spanning within 4 years. The 
short duration does not allow truly solving the future 

disease prediction problem. Second, the data set is 

originally in Chinese; in addition, the data provider 

does not apply international standards to identify 

disease and lab tests fully. Therefore, translation and 

cleaning up the disease and lab test terminology 

must be done manually, which may be error-prone. 
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Fig. 6 Predictive performance with feature selection (Yes) and without feature selection (No)
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